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Abstract

Machine learning (ML)-enabled medical devices are transforming the healthcare
industry but are vulnerable to adversarial attacks that can compromise their safety.
Current red teaming efforts often overlook these ML-specific threats, leaving
devices exposed. To address this, we present MedAIScout, a semi-automated
tool designed to retrieve information on known ML vulnerabilities relevant to
ML-enabled medical devices. Through case studies on five FDA-approved ML-
enabled devices, we demonstrate that MedAIScout effectively identifies relevant
vulnerabilities in four of them, significantly aiding red teaming efforts.

1 Introduction

Machine learning (ML)-enabled medical devices are revolutionizing healthcare by offering high-
precision diagnostics, personalized treatment plans, and even real-time surgical support [23]. At
present, more than 900 such devices are registered with the US Food and Drug Administration
(FDA). However, their reliance on complex and often unexplainable models exposes them to a range
of attacks [8, 15] that might potentially target the ML algorithms and lead them to misdiagnose a
patient’s condition or suggest wrong treatment plans, putting lives at risk. Existing works [2, 4, 13, 1]
demonstrate that poisoning training data or introducing small perturbations during prediction can
drastically alter the outputs of ML models, which could remain undetected until it is too late. Most
of the state-of-the-art red teaming exercises treat ML-enabled devices as equivalent to traditional
software-driven systems. A prior work [18] attempts to automate the identification of security
risks in different assets of a healthcare information infrastructure but does not consider attacks on
the ML techniques used in these assets. These approaches overlook attack vectors specific to the
ML techniques, leaving critical vulnerabilities unaddressed. To mitigate these risks, the Food and
Drug Administration (FDA) of the USA [21] recommends addressing the security concerns of the
AI 1 techniques used in medical devices, which can be achieved through rigorous AI red-teaming
exercises [22].

AI red teams must simulate attacks that manipulate the training or testing data to compromise the
integrity, reliability, and usability of an ML model [22]. For this, the red teams must first acquire a
comprehensive list of different adversarial ML techniques and understand how they might affect the
device under assessment. Existing works have leveraged the MITRE ATLAS knowledge base [31]
for this, which recommends using the following sources – (i) victim’s publicly available research
materials and their websites, to understand how ML is incorporated into the system and other
technical details of the ML-enabled products; and, (ii) journals and conference proceedings, preprint
repositories, technical blogs and the victim’s public research articles that might contain information

1Despite their technical differences, the terms Artificial Intelligence (AI) and Machine Learning (ML) have
been used interchangeably in this paper.
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about the vulnerabilities of the common ML models used in the device. However, with the vast
body of literature and rapid increase in published attacks targeting ML models, manually browsing
through these materials is not only time-consuming but also highly prone to errors. Therefore, an
automated process for discovering and filtering information is essential to ensure the timely and
accurate identification of threats. This would enable red teams to stay updated on emerging attacks
and reduce the time required to assess a device.

This paper introduces MedAIScout, a semi-automated tool designed to retrieve information about
known machine learning (ML) vulnerabilities that could impact AI-powered medical devices, thereby
supporting red-teaming efforts. Given the description of an ML-enabled medical device, MedAIScout
first applies Natural Language Processing (NLP) techniques to identify key terms that describe the
device’s functionality, the type of ML model used, and the nature of the data it processes. Using these
extracted terms, MedAIScout constructs tailored search queries to retrieve peer-reviewed research
articles that document attacks on the ML model employed by the device. Additionally, MedAIScout
distinguishes between training-time and inference-time attacks, providing context and explanations
for the relevance of each retrieved article to the specific device. Over the device’s lifecycle, a red team
can periodically use MedAIScout to monitor for new ML vulnerabilities pertinent to the device. To
our knowledge, MedAIScout is the first automated tool specifically designed to retrieve information
on known ML vulnerabilities within the context of medical applications.

Designing MedAIScout presents two main challenges: (i) The lack of a standardized format for
manufacturers to disclose device descriptions. As a result, these documents are often highly un-
structured, causing the NLP technique to produce incomplete or fragmented phrases that hinder the
creation of effective search queries. To address this, MedAIScout is integrated with publicly available
large language models (LLMs), such as ChatGPT, to filter out irrelevant content and repair broken
phrases; and (ii) Manufacturers provide varying levels of detail about the ML techniques used in
their devices. Some specify the exact ML architecture, while others use broad terms like ‘machine
learning’ or ‘artificial intelligence’. When only generic terms are available, MedAIScout instead
leverages information about the device’s functionality and the type of data it processes to retrieve
relevant research articles.

We evaluate MedAIScout on 5 different randomly chosen FDA-approved ML-enabled devices - (i)
Clarius Ultrasound Scanner, (ii) Auto Segmentation (a radiology device), (iii) Quantib Prostrate, (iv)
Volpara Imaging Software, and (v) Caption Interpretation Automated Ejection Fraction Software.
Our results show that for each of the 5 devices, MedAIScout was able to retrieve at least one recent
inference-time attack paper and/or at least one recent training-time attack paper. As extra information,
MedAIScout also retrieved some useful defense papers in both categories for 4 of the 5 devices
assessed.

Contributions. Our contributions are summarized as follows.

1. We propose MedAIScout, a semi-automated tool that retrieves information on known ML
vulnerabilities and attacks that could compromise a specific ML-enabled medical device;

2. We develop techniques to address the lack of standardized device description formats and
varying levels of detail in manufacturers’ disclosures, ensuring that relevant articles are
retrieved for the ML-enabled device under assessment; and,

3. We conduct case studies on real ML-enabled devices, demonstrating that MedAIScout can
retrieve pertinent articles on ML attacks within a few seconds, significantly reducing the red
team’s effort.

2 MedAIScout

We propose MedAIScout, an automated tool for retrieving information on known ML vulnerabilities
for a given ML-enabled medical device. Figure 1 shows the workflow of MedAIScout. In this section,
we will first discuss the rationale behind the workflow, followed by our design choices at each step.

2.1 Rationale behind MedAIScout workflow

As a preliminary approach, we initially attempted to leverage the capabilities of publicly accessible
or open-source Large Language Models (LLMs) such as ChatGPT [32], Llama [30] and Gemini [26],
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Figure 1: MedAIScout Workflow

to directly retrieve relevant articles from the web based on the device description. However, this
single-step solution presented several limitations.

• While ChatGPT was effective in parsing unstructured text from the device documentation,
it encountered issues when retrieving the final list of articles. Specifically, it produced
hallucinations (false results) and often generated inconsistent output across different runs.

• Llama does not provide the feature of parsing text from input files. Furthermore, the local
models are not updated with the latest articles and often hallucinate.

• The basic version of Gemini does not support text parsing from input files, and the advanced
version has a limit on the maximum volume of data that can be uploaded.

Given the aforementioned limitations and the need for usability in red-teaming efforts, we designed
MedAIScout to be user-friendly and free from false information. Therefore, we broke down the task
of identifying relevant information from the device description and using it to retrieve relevant articles
on ML attacks into smaller, manageable subtasks. Each subtask is tractable and can be enhanced
individually in the future, if necessary.

2.2 Step 1: Context Extraction

In this step, MedAIScout extracts the device functionality, ML technique used, and input data types
from the device descriptions provided by the manufacturer, in line with the recommendations from
MITRE [31]. We use two sources of information - publicly available summary documents submitted
by the manufacturer to the FDA along with their approval request, and a more streamlined version of
this information hosted in a tabular fashion on a public platform by Medical Futurist [9].

To parse the input text and extract relevant information we leverage DistilBERT base uncased distilled
SQuAD [7], a lightweight and faster version of the BERT NLP model, which is well-known for its
context interpretation capabilities. We ask the following contextual questions to the BERT model –
“What is the device functionality?", “What is the machine learning technique used?", and “What is
the input data type for this device?". Note that, we chose an exhaustive set of questions that cover
multiple aspects of the ML technique. Out of the two versions of the NLP model, we select the one
trained with the SQUAD1 dataset[3], as the version trained on the SQUAD2 dataset[6] is trained to
answer even unanswerable questions, and might generate false and irrelevant output if it does not find
the exact answers.

However, extracting the necessary information from these documents presents several challenges.
First, the summary documents are typically lengthy (often exceeding 10 pages), with technical details
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sparsely distributed throughout. As a result, NLP models struggle to generate accurate answers when
processing the entire document as input. To mitigate this issue, we provide each paragraph in a
summary document as input at a time, applying the question-answering process to each paragraph
individually. The results are then aggregated, with duplicate answers removed, to ensure completeness
and improve the overall accuracy of the extracted information.

Second, the summary documents rarely include explicit detailed technical details about the device’s
ML algorithms, and Medical Futurist published data for only 10% of the total number of approved
devices, leaving a gap in up-to-date information. Additionally, the documents provided by manu-
facturers are often in PDF format with inconsistent fonts and formatting. This inconsistency causes
parsing difficulties, resulting in incomplete and incomprehensible words and phrases. Moreover, the
emphasis on functional descriptions of the device, rather than its technical aspects, further complicates
the extraction of relevant data. To address this, we recommend the MedAIScout users manually
inspect the output and eliminate the irrelevant words (e.g., standalone articles, malformed words)
that are obvious. The remaining answers generated by the NLP model are passed through a large
language model (LLM) to identify keywords and phrases relevant to ML algorithms. This step helps
eliminate unnecessary text and correct broken words or phrases. We utilize Llama3[20] for this task,
which, being open-source and locally hosted, ensures data security—a critical concern in the medical
domain, and offers cost-efficiency.

2.3 Step 2: Retrieval of peer-reviewed articles on ML attacks

MedAIScout uses the device details identified in Step 1 to build web search queries in this step. It
starts with the ML technique-related words and phrases identified in Step 1, and searches for recent
attack papers on Google Scholar [27]. In cases where the device documentation does not provide
sufficient details about the ML technique, this query might not return relevant papers. Therefore,
MedAIScout also builds a query for retrieving attack papers on devices that have the same medical
functionality and process the same type of data as the device under assessment. The user can configure
the number of top search results MedAIScout should return.

Once MedAIScout returns the search results, the user is recommended to manually inspect the titles of
articles to gauge their relevance and eliminate the obviously irrelevant articles (e.g., medical articles
with no mention of security). The abstracts of each of the remaining articles are again passed to a
local LLM (Llama3[20]) with a prompt asking it to specify if the article describes a training-time
attack or an inference-time attack.

2.4 Step 3: Checking the relevance of retrieved articles

We again leverage a local LLM (Llama3[20]) to verify the relevance of each article retrieved in the
previous step to the device under assessment. We pass the device summary, the abstract of the article,
and a query asking for comments on the relevance of the article as inputs to the LLM. The LLM
output is either yes or no, along with a short justification for the decision.

3 Evaluation

We evaluated MedAIScout on the following 5 ML-enabled medical devices.

1. Auto Segmentation by GE Medical Systems[33] - It is a software that processes CT scan
images to detect organs at risk.

2. Clarius Ultrasound Scanner by Clarius Mobile Health Corp.[25] - It is an ultrasound imaging
system.

3. Quantib Prostate by Quantib BV[24] - It is an image post-processing software for visualizing
Prostate MRI images.

4. Volpara Imaging Software by Volpara Health Technologies Limited[29] - This software
processes raw data from digital breast X-ray systems to estimate breast tissue density, which
aids healthcare professionals in the assessment of breast composition.

5. Caption Interpretation Automated Ejection Fraction Software by Caption Health, Inc.[28]
- This is a radiological quantitative imaging software that assists clinicians in cardiac
evaluation.
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Table 1: MedAIScout evaluation results on 5 different ML-enabled FDA-approved medical devices.
T indicates articles on training-time attacks, and I indicates articles on inference-time attacks.

Device Context extraction Articles retrieved Comments on relevance
provided by MedAIScoutDevice

functionality
and data type

ML
technique

used

Auto Segmentation ✓ ✓ Aleksander Mądry et al.[5]I

The adversarial attack described in the paper is
theoretically applicable to the Auto Segmentation
device, given its reliance on deep learning algorithms.
The extent to which it is vulnerable would depend on
the specific implementation details of the deep learning
models, the presence of any security measures, and the
effectiveness of the practitioner review process in
identifying and correcting any errors caused by
adversarial inputs.

S Al-Zu’bi et al.[17]T

The attack described in the new paper is not directly
applicable to the Auto Segmentation device mentioned
earlier. The new paper proposes a novel system for
3D image segmentation, which focuses on improving
efficiency, accuracy, and security using distributed
computing and secure transmission methods. The Auto
Segmentation device relies on 2D deep learning-based
segmentation, so the specifics of the 3D segmentation
approach using HMMs do not directly relate to it.
However, understanding the security measures and
techniques in the context of distributed processing
could be indirectly beneficial if the Auto Segmentation
system were to evolve towards supporting 3D images
or distributed architectures.

Clarius Ultrasound Scanner ✓ × Angona Biswas et al.[19]I

The adversarial attack strategies discussed in the paper
are potentially applicable to the Clarius Ultrasound
Scanner, particularly if it or any connected systems
utilize DNNs or ML algorithms for image analysis or
post-processing. The use of wireless communication
for transmitting images adds further risk, as it creates
additional points of vulnerability where adversarial
manipulations could be introduced. The robustness of the
Clarius Ultrasound Scanner against such attacks would
depend on the specific security measures implemented
in both the device and any connected ML-based analysis
systems.

Munachiso Nwadike et al.[10]T

The backdoor attack described in the paper is potentially
applicable to the Clarius Ultrasound Scanner, especially if
it or its connected systems use deep learning models
that could be trained or retrained using data that might be
vulnerable to tampering. The primary concern is that any
ML-based diagnostic or image analysis system connected
to the Clarius device could be compromised if attackers gain
access to the training data. As such, robust security measures,
including secure data handling, training protocols, and the use
of explainability techniques to detect unusual model behavior,
are critical to mitigate the risk of backdoor attacks in medical
imaging systems like the Clarius Ultrasound Scanner.

Quantib Prostate ✓ × Alexander Ziller et al.[16]I

The privacy risks and attacks discussed in the paper are
potentially applicable to the Quantib Prostate device,
particularly if it involves the use of federated learning or
other collaborative ML techniques for model training. If the
system uses federated learning without adequate privacy
protections, such as differential privacy, it could be vulnerable
to privacy attacks, including model inversion. To ensure the
secure deployment of the Quantib Prostate in clinical settings,
incorporating privacy-enhancing technologies is crucial to
protect patient data while maintaining high segmentation
and diagnostic performance.

Laura Daza et al.[12]T

The adversarial robustness framework and attack strategies
discussed in the paper are highly relevant to the Quantib
Prostate device. Since the device relies on deep learning for
segmentation of prostate MRI images, its models could be
vulnerable to adversarial attacks. Using the new benchmark
proposed in the paper to evaluate the robustness of Quantib
Prostate’s models against a variety of adversarial perturbations
could help improve their resilience and ensure accurate, reliable
performance in clinical settings. Additionally, the novel ROG
architecture could be explored as a potential solution for
enhancing robustness across different medical segmentation tasks.

Volpara Imaging Software ✓ × Georgios Kaissis et al.[14]I

The paper is highly relevant to the Volpara Imaging Software,
particularly in the context of implementing privacy-preserving
techniques for handling sensitive medical imaging data.
Integrating similar privacy and security measures could
significantly enhance the confidentiality and integrity of data
processed by Volpara Imaging Software, aligning with best
practices for handling medical data securely.

Ibrahim Yilmaz et al.[11]T

The paper is highly relevant to the Volpara Imaging Software.
While the specific focus is on mammographic image classifiers,
the principles of adversarial attacks and their potential impact
on medical imaging systems apply broadly. Ensuring that the
Volpara Imaging Software is resilient to adversarial perturbations
is essential for maintaining the accuracy and reliability of its
volumetric assessments and density measurements. The paper
highlights the importance of understanding and mitigating the
risks associated with adversarial attacks in the context of medical
imaging.

Caption ✓ × No relevant papers
retrieved -
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In the case of all the aforementioned devices, mispredictions can potentially result in misdiagnosis.

Table 1 shows the evaluation results. While MedAIScout retrieved multiple articles for many of the
devices, in this table we present only one training-time attack article and one inference-time attack
article in the interest of space. The following are the key takeaways from the evaluation.

1. For all the devices, MedAIScout was able to infer the device details from the summary
documents.

2. However, MedAIScout could not retrieve the ML technique used by 4 of the devices from
their publicly available descriptions used in our experiments. Manual inspection showed that
the device descriptions either did not mention the ML technique (for instance, in the case
of Caption) or only mentioned some generic terms such as ‘machine learning’ or ‘artificial
intelligence’ (for instance, in the case of Quantib Prostrate). Under such circumstances,
MedAIScout proceeded to retrieve papers that demonstrated attacks on ML-based techniques
used for performing a task similar to the one performed by the device under assessment.

3. Most of the time the device description was sufficient to identify relevant articles on attacks
based on their applicability in ML-enabled devices with similar functionalities. However, in
the case of Caption, MedAIScout did not find any paper that demonstrated an attack on an
ML technique that performs automated estimation of left ventricular ejection fraction. This
is not a major limitation of MedAIScout though, as we were unable to retrieve attack papers
relevant to this topic even with extensive manual search.

4. Upon appropriate prompts containing device description and the attack paper abstract,
MedAIScout identified the key points for relevance with reasoning.

Implementation and evaluation environment. MedAIScout has been developed in Python3. For
evaluation, it was executed on a local system with the following configurations – CPU: 11th Gen
Intel Core i7-11390H, GPU: Intel Xe Graphics (TGL GT2), Ram: 16GB DDR4, OS: Fedora
40(Workstation), Kernel: Linux 6.10.9-200.fc40.x86_64, Disk: 512GB SSD. Note that MedAIScout
has also been tested on Ubuntu 22.04. Evaluation on each device took ≈ 10− 20 minutes. While
the actual process required only a few minutes, we added delays to the web scraping script to avoid
overwhelming the network and server.

4 Discussion

While these are not fundamental limitations of our work, the efficiency of MedAIScout can be further
enhanced by addressing the following concerns.

Limited access to information. While we only used publicly available sources for obtaining device
descriptions in our evaluation, the red teams hired by the medical device manufacturers will have
access to more detailed and structured documentation. We anticipate that under such circumstances
MedAIScout will be able to generate more useful and accurate results.

Need for manual intervention. MedAIScout is not yet completely automated, and manual inter-
ventions are still required to verify some of the intermediate results. However, the effort and time
involved in doing so is negligible (a few minutes’ worth of work) as compared to the time and effort
saved by MedAIScout (a few hours’ worth of manual work for each device).

Need for extensive evaluation and comparative study. While MedAIScout successfully retrieved
relevant articles for 4 devices, it would be interesting to observe the results of integrating different
NLP models and LLMs. Furthermore, we plan to conduct extensive evaluations of MedAIScout
using a diverse range of devices encompassing various physiological domains and tasks. This will
give us important insights such as the class of devices that are the most vulnerable, the information
that is crucial for retrieving the most relevant attack papers, etc.

5 Conclusion

In this paper, we present MedAIScout, a semi-automated tool for assisting AI red teams in performing
a security risk assessment of ML-enabled medical devices. MedAIScout leverages publicly accessible
sources of information, which it processes using NLP techniques and LLMs to retrieve the latest
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information on known ML vulnerabilities that are relevant to the device being assessed. We evaluated
MedAIScout on 5 real ML-enabled medical devices. The results demonstrated MedAIScout’s
capability in retrieving useful information for the red teams for 4 out of 5 devices.

In the future, we will evaluate MedAIScout on a wider variety of medical devices, and explore its
suitability in other application areas that use ML-enabled devices.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Sections 2 and 3 validate claims made in the Introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Section4 mentions the limitations of MedAIScout.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The details of the tool design in Section2 and the names of the devices used for
evaluation (as mentioned in Section3) will enable a researcher to reproduce the experimental
results. While the data used are publicly available, the code will be disclosed to interested
researchers only.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: While the data used in this paper are publicly available, the code will be
disclosed to interested researchers only.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: We do not train any model in this paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have included a discussion on our evaluation results in Section3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The details of compute resources have been mentioned in Section3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The work presented in this paper conforms with all the NEURIPS Ethical
Guidelines.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Section1 highlights the impact of the work.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: While the data used in this paper is publicly available, the code will only be
shared with interested researchers after a thorough discussion on the plan of use.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make the best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The data owners have been properly mentioned and cited at all appropriate
places.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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